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ABSTRACT
Accurately estimating the retrieval effectiveness of different queries

representing distinct information needs is a problem in Information

Retrieval (IR) that has been studied for over 20 years. Recent work

showed that the problem can be significantly harder when multiple

queries representing the same information need are used in predic-

tion. By generalizing the existing evaluation framework of Query

Performance Prediction (QPP) we explore the causes of these differ-

ences in prediction quality in the two scenarios. Our empirical analy-

sis demonstrates that for most predictors, this difference is solely an

artifact of the underlying differences in the query effectiveness dis-

tributions. Our detailed analysis also demonstrates key performance

distribution properties under which QPP is most and least reliable.
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1 INTRODUCTION
The Query Performance Prediction (QPP) task has been extensively

explored over the past two decades, with new QPP methods and ap-

plications proposed over the years. Formally, the goal of QPP is to es-

timate the effectiveness of a search performed in response to a query

in the absence of human relevance judgments [5]. In practice, most

prior work performed the estimation and evaluated it based on a

fixed corpus and retrieval method for a batch of pre-defined queries.

Previous work [17, 19] showed that by using fixed retrieval parame-

ters, the evaluation reduces to ranking the queries by the retrieval ef-

fectiveness for that corpus and retrieval method, but this may not be
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an appropriate way to evaluate quality if either of these are changed.

This does not limit the value of QPP, and we should not be surprised

that different rankers or collections can lead to different conclusions,

but it is an important reminder that we should always make sure the

evaluation we choose is appropriate for our task as properly evalu-

ating QPP can be difficult to get right without careful planning [11].

One common application of ranking queries by effectiveness is

the task of ad-hoc retrieval in a search engine. Many improvements

to ad-hoc search have been made over the years. Benham et al. [4]

showed how simple low-cost fusion techniques can outperform

even complex State-of-the-art (SOTA) Learning to Rank (LtR) tech-

niques. Recent advances in Natural Language Processing (NLP)

modeling [10, 26] coupled with the public availability of commer-

cial search query logs such as MS-MARCO [15] and ORCAS [7]

have also led to substantial performance improvements in ranked

retrieval effectiveness. An interesting new outcome of NLP mod-

eling is the ability to induce many query variants (often shown

as query suggestions in commercial search engines [16]), all of

which represent a single information need [13]. While there are

no guarantees which variants may be most effective, QPP might

be a valuable tool to find the best candidates in the future. The

importance of query variants has been studied for many years in IR,

but evaluation exercises rarely consider any confounding factors

they might introduce, and usually a single query is provided and

treated as a unique topic. Most QPP evaluation exercises follow the

model of “one query per topic” as well.

Given that query suggestion is now common and large test col-

lections such as ORCAS contain many near duplicate queries which

may be topic related, several recent papers have begun to explore

the impact that query variants may have in various QPP applica-

tions. Using recently introduced human curated query variants for

an existing TREC collection, Zendel et al. [30] showed that the rela-

tive QPP quality significantly varies when different queries are used

to represent the information need. Specifically, the effectiveness of

the queries that represent the topic impacts the relative prediction

quality. This calls for a change in the existing evaluation framework.

In order to be able to more reliably determine the effectiveness of

different QPP methods, we evaluate them on a significantly larger

dataset that consists of queries with varying effectiveness. In an

early study of this problem, Thomas et al. [25] found that due to the

conflation of queries with information needs (topics) in most of the

collections used for QPP experiments, the existing predictors were

in effect ranking topics, and that there were important differences

in prediction quality when using several queries for one topic (vari-

ants), versus using only one query per topic, as in the previously

assumed framework. Hereafter, we differentiate between estima-

tion of queries from different topics to estimation of queries from
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the same topic. The two QPP task categories are inter-topic QPP
for ranking queries from different topics, and intra-topic QPP (also

called query selection and Query Variation Performance Predic-

tion (QVPP) [18]), which ranks multiple queries for a single topic.

Contributions. In this work, we demonstrate that previous stud-

ies of this problem had an important confounding factor in the

data used, and these differences may not justify the conclusion

that QPP is not effective for the intra-topic case. By re-examining

both of these QPP tasks from a different angle, we show that the

most important factor in QPP effectiveness is the magnitude of true

effectiveness differences between queries, and not necessarily the

topic they represent. When the overall distribution of score differ-

ences is the same, QPP methods tend to have similar prediction

quality regardless of the underlying topic for some QPP methods,

while for other methods the topic effect does still matter. The aim

of this paper is to explore the circumstances for the prediction

quality variance in 18 different QPP methods for intra-topic and

inter-topic predictions, and to provide important insights into better

understanding the conditions which lead to effective QPP.

2 RELATEDWORK AND BACKGROUND
QPP methods are traditionally separated into two categories based

on when they are computed: pre-retrieval and post-retrieval predic-
tors. Pre-retrieval predictors, as the name suggests, are computed a

priori to retrieval and estimate the effectiveness of a result using

statistical information from the corpus and query. Post-retrieval

predictors require additional information from each retrieval re-

sult, such as the retrieval scores or term distributions from the top

documents in the result set. Post-retrieval predictors are generally

more accurate than pre-retrieval predictors, as they have access to

additional information, but are usually more expensive to compute.

We perform our analysis using 18 common QPP methods that have

been shown to be effective for inter-topic ranking, and are common

baselines in recent QPP research.

Pre-retrieval predictors can be categorized as: (1) Specificity of the
query terms in the collection: MaxIDF [20] and AvgIDF [8]; (2) Sim-
ilarity between the query terms and the collection: SCQ, MaxSCQ

and AvgSCQ [31]; and (3) Coherency with respect to the documents

that contain the query terms: SumVAR, MaxVAR and AvgVAR [31].

Similarly, post-retrieval predictors can be categorized as: (1) Clarity
based methods measure the coherence of the results with respect

to the corpus. Multiple versions of Clarity [1, 6, 8, 9] have been pro-

posed; We use the original version proposed by Cronen-Townsend

et al. [8]. (2) Robustness of the retrieval result with respect to differ-

ent perturbations, for example the QF (query feedback) method [32].

(3) Scores distributions of the results, such as WIG [32], NQC [22]

and SMV [24], as well as all of the corresponding utility estimation
framework (𝑈𝐸𝐹 ) [21] instantiations, which measure the robustness

of a result list based on underlying QPP method.

Query variations. Thomas et al. [25] used human curated query

variants [2] to test existing pre-retrieval QPPs in different settings,

including the representation of a topic with multiple queries. The

effect differences were measured between tasks (topics), rankers

and queries. Their findings concluded that the existing pre-retrieval

QPPs mainly predict the difficulty of the topic, which is represented

by the median effectiveness of the intra-topic queries, rather than

the effectiveness of queries. The QPP methods were evaluated by

selecting queries, that is, predicting which query is most effective in

each query pair. The intra-topic prediction is identical to the query

selection task, but the authors only compared the accuracy between

different predictors. In this work, we propose an alternative com-

parison technique to inter-topic prediction. Our analysis provides

several new insights into the accuracy of the query prediction task.

Scells et al. [18] presented a survey of existing QPP methods

for systematic review. The authors proposed the use of the term

QVPP when estimating the effectiveness of query variants for the

same topic (intra-topic). Several QPP methods were tested for three

different sub-tasks: ranking query variants, identifying a query

variant better than a specific seed query; and identifying the best

query variant for a topic. To evaluate the ranking of query variants,

different correlation coefficients were calculated for each topic, and

the average and standard deviation were reported. The authors

concluded that the tested existing methods were insufficient for

the purpose. Moreover, when comparing to inter-topic QPP, gener-

ally lower correlations were observed than in the QVPP task; but

no statistical testing was reported, so it is unclear which of the

outcomes were significant. In this work we propose an alternative

approach to compare the two tasks. Based on our findings, we also

explore several plausible explanations for the different behaviors

observed for QPP performance in an inter- versus intra-topic query

comparisons.

3 EVALUATION METHODOLOGY
The standard evaluation framework for QPP uses correlation coeffi-

cients to measure the strength of the relationship between retrieval

effectiveness scores and the predicted scores, for each query. Since

this can be seen as a ranking task, consider the traditional Kendall’s

𝜏𝑏 [12] correlation coefficient, which is a commonly reported mea-

sure for QPP evaluation. The measure can be reduced to comparing

a distribution of scores over all query pairs. As such, Vigna [27]

shows that the numerator of Kendall’s 𝜏 can be reformulated as:∑︁
𝑖< 𝑗

sgn

(
𝐴𝑃 (𝑞𝑖 )−𝐴𝑃 (𝑞 𝑗 )

)
sgn

(
P(𝑞𝑖 )−P(𝑞 𝑗 )

)
. (1)

In our context, P(𝑞𝑖 ) and 𝐴𝑃 (𝑞𝑖 ) are the prediction and Average

Precision (AP) values for query 𝑖 , respectively; and

sgn(𝑥)B


1 if 𝑥 >0;

0 if 𝑥 =0;

−1 if 𝑥 <0.

In the simple case with no ties, the denominator would be

(𝑁
2

)
where 𝑁 is the total number of queries in our context. The corre-

lation over pairwise comparisons is shifted to an accuracy score by

treating each pair of queries as a single sample. A binary score is

defined for each pair of queries in the set

{
(𝑞𝑖 ,𝑞 𝑗 ) | 𝑖 < 𝑗

}
as follows:

𝑆 (𝑞𝑖 ,𝑞 𝑗 )B
{
1 if sgn

(
𝐴𝑃 (𝑞𝑖 )−𝐴𝑃 (𝑞 𝑗 )

)
=sgn

(
P(𝑞𝑖 )−P(𝑞 𝑗 )

)
,

0 otherwise;

(2)

and the pairwise accuracy is defined as the arithmetic mean of the

samples (in other words, the proportion of pairs that the ordering of

the predicted scores agrees with the order of the actual AP scores):

Pairwise AccuracyB
2

𝑁 (𝑁 −1)
∑︁

(𝑞𝑖 ,𝑞 𝑗 )
𝑆 (𝑞𝑖 ,𝑞 𝑗 ) . (3)



Note that this treatment of ties is different from Kendall [12]

as we allow ties in the ground truth ranking, and expect a good

prediction method to have the same result. So QPP evaluation cor-

responds to measuring concordance between judges, rather than

measuring an objective ordering. If both rankings are fully tied, the

pairwise accuracy in Eq. 3 is 1. Though different methods treat ties

differently, we leave this exploration for future work.

Next, we construct a new set of pairwise combinations with the

score from Eq. 2, the result is

(𝑁
2

)
samples, and separate the set{

(𝑞𝑖 ,𝑞 𝑗 ) | 𝑖 < 𝑗
}
of pairwise samples into two sets: inter-topic, for

samples with queries from different topics; and, intra-topic for pairs

from the same topic. The final result is 5,074,518 and 24,703 possible

inter-topic and intra-topic pairs in the test collection we describe

in the next section. This process is repeated for each predictor.

4 EXPERIMENTS
Experimental Setup. The TREC Robust-2004 (Robust04) [29] Ad

Hoc collection was used for our analysis. The Robust04 ad-hoc

track is composed of 528,155 documents, mostly news articles, and

is associated with 249 TREC topics with at least one relevant doc-

ument in the relevance judgments file. The set of queries for each

TREC topic consists of the original TREC topic title, and additional

human-generated query variants [3].
1
After removing duplicate

queries for each topic, there are 12.83(±6.85) distinct query variants
per topic on average; and a total of 3194 queries.

To comply with common practice in prior work on QPP the re-

trieval results were produced using a Language Model (LM) based

approach, the query-likelihood model [23] with Dirichlet smooth-

ing (𝜇=1000). Also aligned with prior work on QPP, AP was used as

the ground truth effectiveness measure. The parameters of the QPP

post-retrieval methods were fixed to values that were previously

reported as effective for the Robust04 collection [21, 22].

Inter-Topic vs Intra-Topic Prediction. We now compare inter-

topic (QPP) and intra-topic (QVPP) results for each predictor. As

expected, we observe that the pairwise accuracy is higher for the

inter-topic pairs for all 18 predictors that were tested.

We apply a two-way ANalysis Of VAriance (ANOVA) model to

analyze the equality of the pairwise accuracy among the methods.
2

The factors are predictor, task-type and their interaction. The re-

sults were significant for all the factors, and specifically the cross

factor predictor:task-type (𝐹 = 1248.043,𝑝 < 0.0001). We then run

Tukey’s HSD post hoc test to determine pairwise differences. For

each predictor of all the inter-/intra- pairwise comparisons show

highly significant differences – corroborating previous results [25].

Fig. 1 shows a comparison between the distributions of AP dif-

ferences for inter-topic (blue) and intra-topic (orange) query pairs.

The eCDF plot clearly demonstrates that the inter-topic distribution

of AP differences stochastically dominates the intra-topic distribu-

tion. For example, the proportion of inter-topic pairs with an AP

difference greater than 0.2 is around 0.4, while the proportion of

intra-topic pairs with a similar AP difference is less than 0.2. The

KL divergence of the intra-topic to inter-topic distributions is 0.353.

We also applied a Kolmogorov–Smirnov (K–S) test to test the null

1
Variants are publicly available at http://culpepper.io/publications/robust-uqv.txt.gz.

2
ANOVA was shown to be appropriate with a dichotomous dependent variable [14]

for large samples.
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Figure 1: Comparison of pairwise AP differences distributions

between all inter-topic (blue), intra-topic (orange) and sub-sampled

inter-topic (green) pairs. Upper: empirical Cumulative Distribution

Function (eCDF) plot; Lower: Histogram plot.

Table 1: Tukey’s Honestly Significant Difference (HSD) post hoc

test for pairwise differences.
‡
indicates significant result with

significance level 0.01.

Predictor Intra- Inter- Conf. Intvl. p-adj

SCQ
‡

0.477 0.526 [−0.068,−0.030] 0.001

AvgSCQ
‡

0.500 0.545 [−0.064,−0.026] 0.001

MaxSCQ
‡

0.261 0.562 [−0.320,−0.282] 0.001

SumVAR
‡

0.479 0.546 [−0.086,−0.049] 0.001

AvgVAR
‡

0.533 0.572 [−0.058,−0.021] 0.001

MaxVAR
‡

0.256 0.574 [−0.337,−0.300] 0.001

AvgIDF
‡

0.491 0.537 [−0.064,−0.027] 0.001

MaxIDF
‡

0.275 0.534 [−0.278,−0.240] 0.001

Clarity
‡

0.557 0.591 [−0.052,−0.015] 0.001

SMV 0.586 0.580 [−0.013, 0.025] 0.900

NQC 0.588 0.584 [−0.015, 0.022] 0.900

WIG 0.581 0.594 [−0.031, 0.007] 0.643

QF 0.565 0.563 [−0.016, 0.022] 0.900

UEF(Clarity) 0.581 0.598 [−0.036, 0.002] 0.054

UEF(SMV) 0.596 0.595 [−0.017, 0.020] 0.900

UEF(NQC) 0.599 0.597 [−0.017, 0.020] 0.900

UEF(WIG) 0.598 0.601 [−0.021, 0.016] 0.900

UEF(QF) 0.598 0.590 [−0.011, 0.027] 0.900

hypothesis that the two samples are from the same distribution.

The K-S statistic is relatively easy to interpret, being the supre-

mum of the distances between the two eCDFs; for our data, the

test shows statistical significance (𝐷 =0.351,𝑝 <0.0001). This is an

important insight into the distribution of score differences in our

intra- and inter-topic comparison: there are many more small AP

http://culpepper.io/publications/robust-uqv.txt.gz
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Figure 2: Point plots estimating the pairwise accuracy of different

predictors, with 95% bootstrap confidence intervals.

differences observed in the intra-topic set than in an inter-topic set.

Our hypothesis is that this difference is why previous studies have

found that intra-topic appears to be harder than inter-topic QPP.

In order to control the effect of AP differences of the prediction

accuracy, we created a sub-sample of inter-topic query pairs using

stratified random sampling. Specifically, we sample pairs based on

AP differences from inter-topic query pairs (the larger set) to obtain

the same proportion of items in each stratum to match intra-topic

query pairs (the smaller set). The results are shown in Fig. 1, where

the new distribution of sub-sampled inter-topic pairs (green) is

virtually identical to the intra-topic distribution. Correspondingly,

this results in a much lower KL divergence of 0.006, and a lower

K-S test statistic (𝐷 =0.024,𝑝 <0.0001).3
Controlling Score Differences. Next, we reran the ANOVA ex-

periment using the sub-sample, and once more the results are

significant for all factors, with the cross factor predictor:task-type
(𝐹 =597.775,𝑝 < 0.0001). However, the HSD test result is different,

and is shown in Table 1. After correcting for the distribution of

AP gaps, only half of the predictors show significantly different

accuracy scores. In particular, all post-retrieval QPP methods, with

the exception of Clarity, did not show significant differences. This

suggests that for half of the tested methods, the AP difference is a

confounding factor, which was our initial hypothesis. To further ex-

plore the effect of AP differences on the ability of the QPP methods

to distinguish between a pair of queries, we conducted an analysis

controlling for these differences. Query pairs were partitioned into

intervals based on their AP difference. Given that the distribution of

AP gaps is skewed towards lower values, the two largest intervals

are much larger then the rest. To reliably estimate the differences

between the two types of prediction, we then computed bootstrap

confidence intervals using random sampling. We computed 95%

Confidence Interval (CI) using the bootstrap with 1,000 iterations

in each interval. The largest interval (0.7,1], which had the least

number of query pairs consists of only 87 intra-topic pairs, hence

the CIs are wider.

3
While the 𝑝-value remains significant, this is likely due to the large samples sizes [28].

In Fig. 2 we present the details of four representative predic-

tors (others omitted due to space constraints). In this analysis the

pre-retrieval QPP MaxIDF, MaxSCQ and MaxVAR methods stood

out from the rest, and had substantially larger differences. These

methods were examined by Thomas et al. [25], and contributed to

the conclusion that there are significant differences between the

ability of QPP methods to distinguish between intra-topic and inter-

topic queries. The “Max” methods all estimate the effectiveness of a

query based only on the single query term with the greatest (mea-

sured) value. Since queries that represent the same topic tend to

have overlapping terms, particularly topically distinctive terms,

this is a plausible explanation for these predictors to exhibit poorer

accuracy for the set of intra-topic query pairs.

Another interesting trend that stands out is that all of the QPPs

show an increasing accuracy with respect to the size of the AP

difference. The only exceptions were the QF and UEF(QF) predic-

tors, which seem to reach their highest accuracy around an AP

difference of 0.3. However, these two approaches do exhibit lower

accuracy than the other post-retrieval methods.

Broadly speaking, most predictors show an accuracy as low as

50% for query pairs with small AP differences (towards the left

of each plot). However, when the AP differences increase, some

predictors achieve an accuracy as high as 90%. Furthermore, for

some of the methods even a difference of 0.3 is enough to achieve

an 80% accuracy, which is a promising result.

It is noteworthy that even for QPP methods with the best per-

formance – the UEF based predictors – there are still significant

differences between the intra-topic and inter-topic predictions in

the highest score intervals. This implies that additional confound-

ing factors beyond the size of AP differences do exist, and should

be taken into account using a more reliable evaluation process.

5 CONCLUSIONS AND FUTUREWORK
This work presents an evaluation framework for QPP which en-

ables a fair comparison of inter- and intra-topic tasks with statistical

significance testing. We demonstrate that while significant differ-

ences between the intra-topic (QVPP) and inter-topic (QPP) tasks

may occur, effectiveness score (AP) difference is usually the domi-

nant factor. Pairwise effectiveness differences can have a significant

effect on the prediction quality of QPP methods, particularly for

those with high overall accuracy. Our experiments warrant further

study of how best to account for the magnitude of performance

differences in predictor-query pairs when evaluating new QPP tech-

niques. We also show that the AP difference only explains part of

the differences we observed in the two scenarios, as even when

this factor is controlled for, some prediction methods still show

significant performance differences based on the query type and/or

AP score difference. In future work we intend to explore other

factors that might affect prediction quality, such as collection or

retrieval method properties. To support the reproducibility of our

experiments, the code and data are publicly available.
4
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